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We present a three-dimensional numerical model for the shallow water equations,
suitable for determining the wind driven currents in homogeneous and stratified
lakes. The model is based on the semispectral primitive equation model (SPEM)
originally developed by Haidvogelet al.; however, because of the relatively small
water depths of inland lakes in comparison to the ocean, the explicit integration
technique, employed in SPEM, requires excessively small time steps which lead to
very long integration times. In this paper a semi-implicit temporal integration scheme
is proposed with the aid of which time integrations through realistic time spans for
inland lakes become economical. By means of a large number of test runs in which
the time step, the mesh size, and the austausch coefficients are changed and the
numerical stability and the convergence performances of the code are determined.
Moreover, the new semi-implicit SPEM is tested as to whether it is now capable
to predict or reproduce physically relevant processes that are commonly observed
by physical limnologists. To this end, computational results for a homogeneous and
stratified rectangle and Lake Constance are presented.c© 1998 Academic Press

1. INTRODUCTION

Usual numerical techniques for the integration of the shallow water equations in the
Boussinesq approximation make use of finite difference (FD) and finite element (FE) dis-
cretizations for the velocity, temperature, and tracer concentration fields. The vertical di-
rection is generally distinct from the horizontal directions; i.e., the lake or ocean region
is partitioned into horizontal layers with exchange processes accordingly accounted for
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between the layers; and in the horizontal directions FD- or FE-approximations are used.
This a priori distinction of the vertical direction is physically motivated and lies in the
geometry, aspect ratios, and natural stratification thus established by the solar radiation.
However, such a layer construction leads to a piecewise constant approximation of the field
variables with depth and necessarily requires a large number of layers and the selection of
very thin layers in the metalimnion (generally smaller than 1 m). Methods which use in the
vertical a spectral functional expansion of the field variables, but which may still employ
FD- or FE-approximations in the horizontal are advantageous because of their enhanced
smoothness properties.

The semispectral primitive equation model (SPEM) of Haidvogel, Wilkin and Young [23]
uses Chebyshev polynomials in the vertical and FD-discretizations with central differences
of a staggered Arakawa grid in the horizontal directions. Apart from the uniform resolution in
the vertical, the spectral methods generally enjoy faster convergence and smaller numerical
diffusion than the FD methods. Furthermore, the “order of the approximate model” (i.e., the
number of functions employed in the spectral representation) is constant in shallow regions,
since the number of approximating functions remains the same. Since SPEM employs the
σ -transformation prior to the implementation of the discretization, the water depth in the en-
tire lake is mapped onto the interval [−1, 1], implying that the locations of the discretization
points are optimally chosen for each water depth.

Classical FD approximations of the shallow water equations use a Cartesian mesh in
physical space and thus lead close to the shore inavoidably to relatively poor approximations
of the field variables. In SPEM this disadvantage is removed by mapping via series of
Schwarz–Chrystoffel transformations a polygonal representation of the closed shoreline
onto a rectangle in the computational (ξ, η)-plane. A coordinate net in this plane represents
in the horizontal plane of the physical space a curvilinear orthogonal net of irregular mesh
sizes. A closed polygonal shore line can always be mapped onto a rectangle; practically,
however, extremely fine resolutions might be necessary to this end. In such cases a more
homogeneous distribution of mesh sizes is achieved by declaring certain regions to land
points. We shall encounter such a chase when considering Lake Constance.

In oceanographic applications SPEM has proved to be very reliable and very success-
ful; e.g. [4, 6–8, 12, 13, 22, 23, 25, 30–32, 54, 69, 71]. An important disadvantage of
SPEM, which does not show in oceanographical problems or is at most of peripheral
significance but crucial in limnological applications, is the explicit discretization of the
time-derivatives of the field variables with all consequences of the size of the time step
1t . Because explicit schemes are only conditionally stable, this explicit time step must
be restricted by the minimal spatial mesh size. When 3D FD-approximations are used,
this is the smallest layer thickness1z, which in the thermocline depth of lakes may
only be one or a few meters, thus necessitating extremely small time steps, if numeri-
cal instabilities are to be avoided. In SPEM, the analogue of the layer thickness is the
number of spectral functions,N, called theorder of the model. It follows that it is im-
possible to integrate over limnologically relevant times, i.e., approximately 1 month. For
Lake Constance, for instance, with a resolution of(L × M) × N = (65× 17) × 12 mesh
points and Chebyshev polynomials the maximal time step guaranteeing stable integration
is1t = 1.5 s. This dilemma points at the purpose of this paper: To introduce a semi-implicit
scheme for the integration in time to enhance numerical stability and reduce computa-
tional expenditures for integration over limnologically relevent times (i.e., approximately
1 month).
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In Section 2 we outline the model in the Boussinesq-approximated shallow water equa-
tions, briefly explain the original SPEM integration technique and point at its peculiarities
when explicit procedures in the temporal integration are used. We turn in Section 3 to a
method of semi-implicit integration in time, in which the horizontal directions are consis-
tently treated as explicit while the vertical direction is treated implicitly. The method yields
a considerably more stable scheme than the fully explicit one.

Once this is recognized, we analyse in Section 4 the numerical properties of the semi-
implicit scheme in comparison with the original explicit temporal integration. To delimit its
stability range, we vary the austausch coefficients, time-steps, spatial mesh sizes, and order
of the spectral expansion, and we tabulate its performance properties. In Section 5 the con-
vergence properties are analyzed. In Section 6 we finally illustrate the model performance
by demonstrating results obtained from a realistic barotropic and baroclinic circulation
problem, respectively.

2. THE MODEL

2.1. Field Equations

The governing equations describing the thermodynamics of lake circulation processes
driven by wind and solar radiation are the balance laws of mass, momentum, and en-
ergy complemented by a thermal equation of state and turbulent closure conditions for the
Reynolds stresses and the heat flux, in which diffusivities of momentum and heat are taken
to account for the anisotropy effects of the turbulent intensity; different values apply in
the horizontal and vertical directions. When imposing the Boussinesq assumption and the
shallow-water assumption through an appropriate scaling, the field equations reduce to the
following simplified equation set:

∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
= 0,

∂u
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∂x

)
+ ∂

∂y

(
νH

∂u

∂y

)
+ ∂
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(1)

of balance of mass, now requiring the solenoidicity of the velocity field, momentum, in which
the vertical balance reduces to the hydrostatic pressure balance, the equation of state, and the
energy balance for the temperature evolution. In Eqs. (1),v= (u, v, w); f, ρ, ρ0, φ, T are,
respectively, the velocity vector, Coriolis parameter, density, reference density, dynamic
pressure (φ = p/ρ0, p is pressure), temperature. Furthermore,νH , νV are horizontal and
vertical momentum;DT

H , DT
V are horizontal and vertical heat diffusivities.
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As for boundary conditions, the rigid lid assumption is applied at the free surface and
the flow is tangential to the bed. Furthermore, it will be assumed that no heat flows across
the free or basal surfaces and that wind is transmitted through the free surface by prescrib-
ing the surface shear tractions. Similarly, basal shear tractions obey a viscous sliding law.
Applying the “rigid lid assumption” at the free surface eliminates from the solution high
speed surface-gravity waves. Thus the influence of the motion of the free surface is ignored
in the vertically integrated mass balance. This amounts to assuming the volume transport
is solenoidal and to making it derivable from a streamfunction that can be determined
independently of the baroclinic response.

2.2. A Brief Description of the Original SPEM

SPEM employes a curvilinear coordinate system that follows both a polygonal shore line
and the bottom topography. Variable bottom topography is implemented by the following
so-calledσ -transformation

(x, y, z) 7→ x̂ = x, ŷ = y, σ = 1 + 2
z

h(x, y)
, (2)

whereh(x, y) describes the bathymetry,σ varies from−1 at the bottomz= − h(x, y)

to +1 at the (underformed) free surfacez= 0. This transformation allows the expansion
of all field variables into an orthogonal function set (here the Chebyshev polynomials). In
addition, by using the Schwarz–Chrystoffel transformation the interior of the polygonal
horizontal lake domain is mapped onto a rectangle in the (ξ, η) domain

x = x̂(ξ, η)

y = ŷ(ξ, η)

}
⇐⇒

{
ξ = ξ̂ (x, y),

η = η̂(x, y).
(3)

In this orthogonal curvilinear coordinate system the vectorial arc length incrementds is
given by

ds = dξ

m
êξ + dη

n
êη, (4)

whereêξ , êη are unit vectors pointing into theξ - andη-directions, respectively;m2, n2 are
the diagonal elements of the contravariant metric tensor belonging to (3).

After implementing the transformations (2) and (3) the lake volume domain is mapped
onto a cube. In the coordinatesξ, η, σ the governing differential equations (1) take the
forms
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(
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(
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in which, u, v are the horizontal physical components in theξ - andη-directions of the
velocity field. Then

Ä(ξ, η, σ, t) = 1

h

[
(1 − σ)mu

∂h

∂ξ
+ (1 − σ)nv

∂h

∂η
+ 2w

]
(11)

is the vertical component of the velocity field in theσ transformed coordinates. Furthermore,
the frictional and the diffusive termsFu,Fv,DT are given by
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∂σ

)
, (14)

respectively (see [23]). In these equations the kinematic,νH , νV , and the thermal,DT
H , DT

V ,
diffusivities are to be treated as functions of space (and time).

In SPEM all field variables, in which the vertically integrated flow has been eliminated,
are expanded as

b(ξ, η, σ, t) =
N∑

k=0

Pk(σ )b̂k(ξ, η, t), (15)

in which Pk(σ ) are modified Chebyshev polynomials, and the summation indexN denotes
the order of the expansion, the number of “modes” by which the functionb(ξ, η, σ, t) is
approximated. In SPEM it is not the coefficient functionsb̂k(ξ, η, t) that are determined,
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but the field variable itself,

bn =
N∑

k=0

Pk(σn)b̂k, n = 0, 1, 2, . . . , N, (16)

in which the number of selected collocation points is larger by one than the orderN of the
expansion (15). In vector–matrix notation Eq. (16) takes the form

b= Fb̂ or b̂= F−1b. (17)

F−1 exists if the locationsσn are properly selected. If, moreover,

Rnk = ∂ Pk(σn)

∂σ
, Snk =

∫ 1

σn

Pk(σ )d σ, (18)

then differentiation and integration with respect toσ can be performed with the polynomials;
i.e.,

∂b
∂σ

=̂ δσ b= RF−1b := CDZb, (19)

(∫ 1

−1
bdσ,

∫ 1

σ1

bdσ, . . . ,

∫ 1

σN

bdσ

)T

=̂ I 1
σ b = Sb̂ = SF−1b := CINTb. (20)

CDZ andCINT are matrices which are known, once the polynomials have been selected.
Finite differentiations in the horizontal are represented according to an Arakawa C-mesh;

thus,

∂b

∂ξ
=̂ δξb= bi +1/2, j − bi −1/2, j

4ξ
,

∂b

∂η
=̂ δηb= bi, j +1/2 − bi, j −1/2

4η
. (21)

If averages over the spatial increments1ξ and1η are denoted by( )
ξ

and( )
η
, respectively,

then

bi, j
ξ = bi +1/2, j + bi −1/2, j

2
, bi, j

η = bi, j +1/2 + bi, j −1/2

2
.

The indicesi, j denote the numberings in the horizontal. In the following we will use these
notations. The discretized versions of Eqs. (5)–(10) are given in [23].

3. IMPLICIT INTEGRATION IN TIME

Most field equations derived above possess the form

∂8(t)

∂t
= F(8, t). (22)

In a leap frog procedure it takes the form

8(t + 4t) = 8(t − 4t) + 21tF(t) (23)
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and can explicitly be solved for8(t + 1t) if the fields at all nodal pointsi, j, k are
known at timest − 1t and t . Because such explicit integrations are conditionally stable
the spatial mesh size dictates the time step1t for stable integration. The smallest layer
thickness1z is the limiting discretization step; in SPEM it corresponds to the orderN of
the spectral expansion. As already mentioned, this severely delimits the time spans over
which the equations can be integrated. They are usually smaller than physically relevant
time spans. For Lake Constance the needed maximum1t is 1.5 s, if the spatial resolution
is (L × M) × N = (65× 17) × 12.

This situation requires that implicit, i.e., unconditionally stable schemes or semi-implicit,
i.e., improved conditionally stable schemes be employed. For multidimensional systems
ADI-schemes are a possible avenue for the latter case [68]. Test computations showed that
for typical lake circulation problems, i.e., distinct shallowness of the basins the stability
performance of a numerical scheme that only uses implicit temporal integration in the
σ -direction is even better than the ADI-method. This means that the instability of the
explicit scheme is primarily to the vertical direction, since the smallest nodal point distance
in the vertical is very much smaller than a corresponding minimal distance between two
nodal points in the horizontal. Furthermore, the computational expenditures for the ADI-
method are much larger than for an implicit temporal integration only in the vertical direction
[68]. For this reason computations presented below will be performed with an implicit time
integration only in the vertical direction.

For the time step(tn → tn+1), implicit in the σ -direction, but explicit in theξ - and
η-directions, the equations read:

momentum equation in ξ-direction

h
ξ

mξnξ

(
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)
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ξ
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)
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momentum equation in η-direction
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= − h
η

mη
δηφ
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,

temperature equation
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+ δξ

{
unh

ξ
Tnξ

nξ

}
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= δξ

 DT
H

ξ
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 + δη

(
DT

H

η
nηh

η
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)
+ δσ

(
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V

hmn
δσ Tn+1

)
.

This discretization is chosen such that at the new time level only linear equations emerge and
that pressure terms remain explicit. This avoids coupling of equations which are uncoupled
in their differential form; see [68].

Because a spectral expansion is used in the vertical direction, the vertical derivatives are
not expressed in terms of finite differences and the system of equations governing is not
tridiagonal as in semi-implicit schemes of finite differences. This is clear from (19); the
derivative of a field variable with respect toσ is exclusively expressed by a matrixCDZ

which only depends on the properties of the Chebyshev polynomials that premultiplies the
vector of field quantities evaluated at the vertical nodal points. For instance, the vertical
advective acceleration in (24) reads

h
ξ

mξnξ
δσ



un+1
i, j,0Ä

n
i, j,0

ξ

un+1
i, j,1Ä

n
i, j,1

ξ

...

un+1
i, j,NÄn

i, j,N
ξ


= h

ξ

mξnξ
CDZ



un+1
i, j,0Ä

n
i, j,0

ξ

un+1
i, j,1Ä

n
i, j,1

ξ

...

un+1
i, j,NÄn

i, j,N
ξ


. (27)

If second-order differentiations with respect toσ are involved, the boundary conditions
at the free surface and the base must be incorporated after the performance of the first
differentiation, and the second differentiation should be performed afterwards.

As an example, consider the vertical austausch term in the momentum equation in the
ξ -direction, Eq. (24). In a first step, the matrixCDZ is subdivided into the block matrices

CDZ = (CDZa, CDZb, CDZc) =
 CDZα

CDZβ

CDZγ

 , (28)

in which CDZ, CDZa, CDZb, CDZc, CDZα, CDZβ , and CDZγ represent, respectively,
(N+1)×(N+1), (N+1)×1, (N+1)×(N−1), (N+1)×1, 1×(N+1), (N−1)×(N+1),
and 1×(N+1) matrices which all are known. Fori = const,j = const, the vertical derivative
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at all vertical nodal lines are represented as

4νV
ξ

h
ξ
mξnξ

δσ un+1
i, j = 4νV

ξ

h
ξ
mξnξ

CDZun+1
i, j

(29)

= 4νV
ξ

h
ξ
mξnξ


CDZαun+1

i, j

CDZβun+1
i, j

CDZγ un+1
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 = 2

mξnξ


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ξ

h
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ξ

h
ξ CDZβun+1

i, j

2νVi, j,N
ξ

h
ξ CDZγ un+1

i, j

 ,

whereun+1
i, j = (un+1

i, j,0, un+1
i, j,1, . . . , un+1

i, j,N)T .
Next, the dynamical boundary conditions at the free surface and at the bottom are incor-

porated as

4νV
ξ

h
ξ
mξnξ

δσ un+1
i, j = 2

mξnξ


1
ρ0

τ h
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2νV
ξ

h
ξ CDZβun+1

i, j

1
ρ0

τ 0
ξ i, j

, (30)

in whichτ 0
ξ i, j , τ

h
ξ i, j are the shear stresses in theξ -direction at the free surface (wind stress)

and at the base (bottom friction). The second derivative with respect toσ can now be
performed as before, yielding

δσ

(
4νV

ξ

h
ξ
mξnξ

δσ un+1
i, j

)
= 2

mξnξ
CDZ


1
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τ h
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2νV
ξ

h
ξ CDZβun+1

i, j

1
ρ0

τ 0
ξ i, j



= 2

ρ0mξnξ
CDZaτ

h
ξ i, j + 4

ρ0h
ξ
mξnξ

CDZb(νV
ξCDZβ)un+1

i, j (31)

+ 2

ρ0mξnξ
CDZcτ

0
ξ i, j .

Here, the expressionνV
ξCDZβ denotes successively,

• the first line ofCDZβ timesνV
ξ
i, j,1,

• the second line ofCDZβ timesνV
ξ
i, j,2,

...

• the((N − 1)-st) line of CDZβ timesνV
ξ
i, j,N−1,

sinceνV
ξ is, in general, a function ofσ . The second term on the right-hand side of (31)

contains the unknown variableun+1
i, j at the new time level is now moved to the left-hand

side of the equation; the first and the third term remain for all times on the right-hand side
because they are prescribed through the boundary conditions. In this way the following
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TABLE 1

Comparison of the Maximal Time-Step Sizes Necessary for Stable Inte-

grations of Lake Constance Circulations when Explicit and Semi-Implicit

(in the σ-Direction) Temporal Discretizations Are Used

Homogeneous water Stratified water

N (number of polynomials) 6 12 6 12
1t [s] explicit 7.2 1.5 7.2 1.5
1t [s] σ -implicit 1440 1440 144 144

system of linear equations is obtained

An
i, j


8n+1

i, j,0

8n+1
i, j,1

...

8n+1
i, j,N

 = Bn
i, j , (32)

whereAn
i, j is a fully occupied(N + 1) × (N + 1) matrix andBn

i, j is a(N + 1) × 1 matrix,
known on the old time leveln. With such a system, for each (i, j ) the field variablesu, v

(of the momentum balance in theξ - andη-directions) and temperatureT can be separately
determined by using (24), (25), and (26).

Test computations have shown that the largest time steps that are tolerated in order that
the “σ -implicit” scheme can stably be integrated is larger than in the explicit method: (i) in
wind induced computations of Lake Constance by a factor between 200 (forN = 6) and
800 (for N = 12) if the lake water is homogeneous and (ii) between 20 (forN = 6) and 80
(for N = 12) if it is stratified. The results depend somewhat on the number of Chebyshev
polynomials that are used (see Table 1). However, the computational times can be reduced,
respectively, approximately by a factor of 60 for homogeneous water and 6 for stratified
water in comparison with the explicit scheme, since the computational time for a time
step with theσ -implicit scheme is larger than that with the explicit scheme. This factor
of computational time reduction is only slightly dependent on the number of Chebyshev
polynomials that is used.

Results obtained with the explicit and semi-implicit schemes and compared showed an
excellent agreement. This corroborated that the two discretizations are equivalent to each
other.

4. STABILITY PERFORMANCE

In this section the stability of the proposed numerical schemes is studied for both the
semi-implicit in theσ -direction and explicit time integration for Lake Constance, an Alpine
lake bordening Germany, Austria, and Switzerland. It consists of three basins: Obersee,
Überlinger See, and Untersee, but the Untersee is separated from the other two basins
by the 5-km long channel “Seerhein”; we shall here be concerned with the ensemble
Obersee+Überlinger See, for brevity also referred to as Lake Constance. It is approximately
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FIG. 1. (a) Map of Lake Constance. Untersee,Überlinger See, and Obersee. Also shown are the 50 m and
200 m isobaths and a few main towns along the shore. (b) Distribution of horizontal curvilinear coordinate net
with computational shoreline (heavy solid line) with resolutionL × M = 65× 17.

64 km long and 16 km wide, has a maximum depth of 250 m and an approximate mean depth
of 100 m (Fig. 1a). ThëUberlinger See is a relatively deep and narrow arm, “separated”
from the main upper lake by a sill just west of the island Mainau. The depth discretization
we use in this paper is based on the bathymetric map of the 1990 survey [43]. The smallest
depth in the computations is assumed to be 10 m. The discretization is shown in Fig. 1b
with grid pointsL × M = 65× 17, while in the vertical direction six or more polynomials
are used. A large number of test runs, in which the austausch terms, the time step, and the
mesh size were varied, was performed to scrutinize the stability performance of the code.

4.1. Homogeneous Water

For simple wave-like problems with explicit schemes, instability, occurs in general, when
the Courant–Friedrichs–Levy (CFL) criterion,

Vmax ≤ 1s/(
√

21t), (33)

is violated; here,1s denotes the smallest mesh size,1t is the time step, andVmax is the
maximal phase speed of the wave. With1s= 500 m,1t = 86.4 s (1 day= 1000 time
steps) this velocity is 4.1 m s−1. It is much smaller than the barotropic shallow water
speed; since the rigid-lid assumption eliminates surface gravity waves, the equations only
incorporate the topographically induced barotropic motions whose velocities are small.
The CFL condition therefore does not need to conform with the high speed barotropic
Kelvin and Poincar´e waves which would otherwise severely constrain the time step of the
explicit scheme. When diffusion is included, the stability issue becomes more complicated.
If, owing to small friction, large gradients in the field variables can build up or numerical
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noise be formed, then the computations often lead to violations of the CFL condition and
instabilities form. A balance of horizontal diffusive terms and inertial terms leads, through
a dimensional argument to thedamping(viscous) time scale

[TH ] = (1x)2/(π2νH ) (34)

(the factorπ2 in the denominator is not important, other estimates replace it by 2) for the
shortest waves that can be modelled by the equations. This time should be short enough to
damp out the numerical noise and long enough on the larger scales to retain the features one
is interested in. For instance withνH = 1.0 m2 s−1 and1x = 500 m this yields [TH ] ∼ 1
day. In other words, with horizontal diffusivities of 1.0 m2 s−1 periods of processes of less
than approximately 1 day cannot be resolved. Should they be significant, then one must
work with a smaller horizontal mesh size. An analogous argument works equally in the
vertical direction with [TV ] = (1z)2/(π2νV ).

To explore the stability range of the explicit code, computations were performed by using
a constant uniform wind in the long direction with wind stressτ 0 = 0.05N m−2 (∼ 4.7 ms−1

windspeed), a resolution ofL × M × N = 65× 17× 6 mesh points, a time step1t = 7.2 s,
horizontal diffusivityνH = 1.0 m2 s−1 and constant vertical diffusivitiesνV as shown in
Table 2. It displays the number of time steps through which computations could pro-
ceed and at which the numerical break down occurred. Evidently, the duration of sta-
ble integration increases with increasingνV until stable computations are possible for
νV ∈ [0.02, 0.05] m2 s−1; for even larger values ofνV the time step is then too large to resolve
the vertical diffusion. ForνV = 0.1 m2 s−1 the vertical diffusive time scale [T ] = 1z2/(π2νV )

is approximately 4 s, if1z= 2 m, a value approximately corresponding to the smallest ver-
tical nodal point distance. Processes on this time scale, however, are no longer properly
resolved by our time step1t = 7.2 s. If, on the other hand, the time step is decreased
to 1t = 3 s (28800 steps per day!) the code delivers physically acceptable results with
νV = 0.1 m2 s−1.

Generally, the diffusivities should not and cannot be chosen independently of the choice
of the time step. According to experience and owing to measured values (see [37, 40]
for a summary, [51, 48]) values ofνV = 0.1 m2 s−1 are too large; this is why we chose
νV = 0.02 m2 s−1 for homogeneous water, which also satisfies the stability requirements.
In [65] we shall go more deeply into this question and choose values ofνV that vary with
depth but remain of the order 0.02 m2 s−1.

What is the influence of the horizontal diffusivitiesνH ? Table 3 collects the time steps of
breakdown for the explicit code, whenνH ∈ [0.05, 500] m2 s−1 while νV = 0.02 m2 s−1 is

TABLE 2

Breakdown Times (Number of Time Steps) of Stable Computation for Lake Con-

stance for Different Vertical Austausch CoefficientsνV at Fixed νH = 1.0 m2 s−1 for

the Explicit Code with a Time Step∆t = 7.2 s

νV : [m2 s−1] 0.005 0.01 0.02–0.05 0.07 0.1

Number of time steps for 19500 32000 Stable 40 30
stable computations
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TABLE 3

Breakdown Times (Number of Time Steps) of Stable Computation for Lake

Constance for Different Horizontal Austausch CoefficientsνH ∈ [0.05, 500] m2 s−1

at Fixed νV = 0.02 m2 s−1 for the Explicit Code with a Time Step ∆t = 7.2 s

νH : [m2 s−1] 0.05 0.1 0.5–200.0 300.0 500.0

Number of time steps for 19860 24030 Stable 70 30
stable computations

kept constant,1t = 7.2 s, andτ 0 = 0.05N m−2. Evidently, forνH ∈ [0.5, 200] m2 s−1, the
performance of the explicit code is stable. However, it should also be possible to perform
stable computations with even larger horizontal friction coefficients; this is indeed the case,
for instance, forνH = 500 m2 s−1 if 1t = 3 s. Realistically, oceanographers and physical
limnologists recommendνH = 1 m2 s−1 (see [15]), but observations point also at smaller
values [41].

These explicit code analyses thus indicate that numerical instabilities always arise if the
diffusivities νH and/orνV are not sufficiently large to avoid or attenuate numerical noise.
Numerical instabilities can also arise with (very) large values of the austausch coefficients,
if the time steps are too large to resolve he (vertical) diffusion; however, if the time steps
are sufficiently small, stability can always be reached with large diffusivities. Should the
smallest values of the diffusivitiesνH , νV necessary to achieve stable integration be larger
than physically tolerable, then the horizontal and/or vertical mesh sizes can be reduced and
the number of Chebyshev polynomials increased to stabilize the computation at reduced
values of the diffusivities. For instance, if one choosesL × M = 129× 33 in the hori-
zontal,νH = 0.1 m2 s−1 and1t = 1.5 s, one obtains stable performance of the code in our
example.

Interesting in this context is also the fact that with variable mesh size (in the curvilinear
orthogonal coordinate system) a variable horizontal austausch coefficient that is adjusted
to the local grid size may lead to better results than a constant coefficient. The adjustment
must be such that the austausch coefficientνH is the larger, the larger the local mesh size is.

Tables 2 and 3 also show that the explicit model for Lake Constance with 65× 17 mesh
points and six Chebyshev polynomials is computationally stable if the austausch coefficients
are chosen asνH = 1.0 m2 s−1, νV = 0.02 m2 s−1, and1t = 7.2 s; from a limnological point
of view this time step is too small, yet a substantial increase is not possible because with
1t = 10 s the code performs unstably. It can also be, and has been, verified that stable
numerical integration with1t = 7.2 s is also possible, ifνH is as large as 200 m2 s−1, but
not if νV is only slightly enlarged over its “stable” value 0.02 m2 s−1 (since such a change
would have to go along with a reduction of1t). This means that the restriction of the time
step for this explicit code primarily stems from the diffusion in the vertical direction; in
other words, the time step is restricted by the larger vertical austausch coefficient and the
smallest distance of the vertical nodal points.

As already mentioned in Section 2 the vertically integrated flow and the baroclinic cir-
culation (whose vertically integrated flow vanishes) are solved separately. The advantage is
that one does not need to explicitly compute the pressure gradient at the free surface which
is unknown due to the rigid-lid assumption. Test runs have also shown that with the explicit
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TABLE 4

Breakdown Times (Number of Time Steps) of Stable Computation for Lake Con-

stance for Different Vertical Austausch CoefficientsνV ∈ [0.005, 10000] m2 s−1 at

Fixed νH = 1.0 m2 s−1 for the “ σ-Implicit” Code with a Time Step ∆t = 24 min

νV : [m2 s−1] 0.005 0.01 0.02–2000.0 5000.0 10000.0

Number of time steps for 50 160 Stable 140 50
stable computations

code much larger time steps can be used for the vertically integrated barotropic circulation
processes than for the baroclinic one if one employs two different time steps for the two
flow components. Likely reasons for the property are: first, the limitation of the time step in
the explicit scheme comes from the vertical direction; however, the barotropic component
to the currents does not depend on the vertical direction. Second, and despite the fact that an
explicit temporal integration is used for both the barotropic and baroclinic components, the
barotropic current must, in the entire domain, at the new time step be computed by a coupled
procedure; i.e., it should also incorporate the fields that are unknown at the new time level,
which improves the stability of the integration scheme. For this reason, the implicit scheme
for the barotropic current component should be avoided, which is indeed the case in our
code where the “σ -implicit” time integration is only employed for the baroclinic component
of the total motion.

Tables 4 and 5 collect the number of time steps for the break down of the “σ -implicit”
code when several different horizontal and vertical austausch coefficients are selected in the
intervalsνV ∈ [0.005, 10000] m2 s−1 andνH ∈ [0.05, 5.0] m2 s−1, respectively; the time
step was1t = 24 min and is 200 times large than for the explicit scheme. The qualitative
behaviour is very similar to the previous, explicit case. For very small, and again for very
large,νV -values the “σ -implicit” scheme is not stable. While the numerical instabilities at
very large values ofνV ≥ 5000 m2 s−1 are unphysical, those atνV ≤ 0.01 m2 s−1 are more
bothersome because these values are within the physically acceptable range. Unfortunately
for variableνH , the range ofνH -values of stable performance of the code is rather narrow
(νH ∈ [0.5, 1.0] m2 s−1 for νV = 0.02 m2 s−1). Remedy requires increase of the horizon-
tal spatial resolution and/or reduction of the time step. It implies also that the time-step
size is only restricted by the horizontal direction, because implicit integration is already
applied in the vertical direction. Incidentally, stable integration would also be possible with

TABLE 5

Breakdown Times (Number of Time Steps) of Stable Computation for Lake

Constance for Different Horizontal Austausch CoefficientsνH ∈ [0.05, 50] m2 s−1

at Fixed νV = 0.02 m2 s−1 for the “ σ-Implicit” Code with a Time Step ∆t = 24 min

νH : [m2 s−1] 0.05 0.1 0.5–1.0 2.0 5.0

Number of time steps for 110 130 Stable 40 20
stable computations
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νH = 0.5 m2 s−1, νV = 0.02 m2 s−1, and a time step1t = 48 min; however, in order to limit
the discretization errors such a procedure is not recommended.

We summarize our findings as follows:

• At fixed spatial resolution the austausch termsνV andνH must be sufficiently large to
guarantee that numerical oscillations (noise) are attenuated, and computations can stably
be executed. Tables 2 and 3 list conditions for the explicit code, Tables 4 and 5 those for
the implicit code.

• Time steps are restricted by the austausch terms and the spatial resolution; for the
σ -implicit temporal integration this dependence is chiefly dictated by the horizontal diffu-
sion coefficient and the horizontal spatial resolution. Computations that are not stable at
very large values of the diffusivities at a given time step can be stabilized by a reduction of
the time step (see Tables 2 and 3).

• For givenνV , νH stable performance of the explicit or semi-implicit codes can, in
principle, always be achieved by reducing the mesh size or increasing the number of model
points. WithνV = 0.005 m2 s−1 andN = 18 Chebyshev polynomials instead ofN = 6 (see
Tables 2 and 4) the explicit code performs stably provided the time step is also reduced from
1t = 7.2 s to1t = 0.5 s (172,800 steps per days!), while theσ -implicit code computation
is stable with the same time step1t = 24 min as that withN = 6.

4.2. Stratified Water

The qualitative behaviour of the stability performance in stratified water is very sim-
ilar to the previous, homogeneous case. However, in the stratified case some additional
difficulties arise which are traceable to the temperature profile as a cause. Test compu-
tations for wind-induced currents have shown that the relatively coarse resolution in the
vertical direction and the relatively small vertical diffusivitiesνV at the metalimnion depth
are prone to numerical instabilities. The numerical oscillations (noise) have no physical
bearing, are due to the FD-approximation and essentially inavoidable, but can be delimited
by the mesh size and the number of Chebyshev polynomials in the spectral expansion. In
the horizontal direction, the numerical diffusion and, thus, the spurious oscillations con-
stitute no difficulties for the performance of the code, because the horizontal temperature
gradients and current changes are generally small. In the transition layer from the epi- to
the hypolimnion the vertical temperature gradients and the gradients of the baroclinic cur-
rents are, however, large; in addition, the physical, vertical diffusivitiesνV are small and,
correspondingly, the spurious oscillations in the computed variables, large. For reasons of
numerical stabilityνV should, in the metalimnion, be large at the relatively coarse mesh
size we chose, certainly larger than is physically justified. With a refined vertical resolution
a reduction of the artificial numerical diffusion, which is overshadowed by the physical dif-
fusion, should be achieveable. Such a goal can only be reached by increasing the necessary
CPU-times.

In SPEM the nodal pointsσn are positioned at the extrema of the Chebyshev polynomials
of order N. Thus, the vertical nodal-point distances are not uniform, but smaller close to
the bottom and close to the free surface, with fairly coarse resolution in the middle, whence
also in the metalimnion. For instance, for a 100-m deep lake withN = 12 the nodal point
distances are the largest between 15 m and 50 m depth, where the metalimnion is situated.
This explains, at least heuristically, why the code did not achieve numerical stability when
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the austausch coefficients assumed the relatively large values

νH = 1.0 m2 s−1, νV = 0.02 m2 s−1,

DT
H = 1.0 m2 s−1, DT

V = 0.0005 m2 s−1,
(35)

and the initial temperature profile in◦C was given by

T(t = 0) =
{

17− 2 exp(−(z + 10)/5), z ≥ −20 m,

5 + 10 exp((z + 10)/20), z < −20 m,
(36)

which is realistic for summer stratification and whose maximal vertical gradient arises be-
tween 10 and 30 m. Evidently, between the epi- and hypolimnion the vertical diffusivities
should, for numerical stability be larger, which, however, would physically not be meaning-
ful. Test runs have also shown that numerical stability can be reached with the vertical diffu-
sivities (35), if the initial vertical temperature profile is changed such that the largest vertical
gradient does no longer arise between 10 m and 30 m but at the free surface. This is the
case, e.g., for the initial temperature profile

T(t = 0) = 5 + 15 exp(z/20) [◦C]. (37)

Better stability conditions should also be obtainable if the number of polynomials is en-
larged. Indeed, if one choosesN = 18, instead ofN = 12, the run with the initial temperature
profile (36) and the diffusivities (35) remains stable; all the more, the diffusivities (35) can
even be slightly reduced and better adjusted to values closer to physical reality. Physically
meaningful, nonconstant vertical distributions of the horizontal and vertical diffusivities are

νV =


0.04, z > −20 m,

0.01, −20 m≥ z ≥ −40 m, [m2 s−1],
0.02, z < −40 m,

νH = 1.0 m2 s−1 (constant),

DT
V =


0.0005, z > −20 m,

0.0001, −20 m≥ z ≥ −40 m, [m2 s−1],
0.0002, z < −40 m,

DT
H = 1.0 m2 s−1 (constant),

(38)

and for these, computations with 18 Chebyshev polynomials are stable.

5. CONVERGENCE PROPERTIES

So far the convergence properties of the model were not discussed. Because of the spectral
expansion in the vertical we expect these to be better than if finite differences or layers would
have been used.

By decreasing the mesh size and increasing the number of Chebyshev polynomials in-
creasingly improved approximations of the velocity and temperature fields can be obtained.
Our standard choiceL × M = 65× 17 corresponds in Lake Constance approximately to a
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mean grid length of1x ' 1y ' 1 km, not uniformly distributed over the lake. Uniformity
in grid size distribution is intended, because the numerical oscillations preferably occur on
the small scales; however, it is difficult to achieve. In a rectangular basin this problem is
irrelevant as no Schwarz–Chrystoffel transformation must be performed.

In principle, each attempt to estimate the discretization error is based on a compari-
son of results obtained with different mesh sizes (leaving all other things equal). To test
this, computations of wind-induced motions in a rectangle of 65× 17 km2 extent and 100
and 200 m constant depth, respectively, were performed for homogeneous water and a
uniform wind of 4.7 ms−1 speed, constant in time. The horizontal mesh size was chosen
to be 1 km, and computations were performed for different vertical resolutions, using 6,
12, and 18 Chebyshev polynomials, respectively, and different vertical diffusion coeffi-
cients,νV = 0.02 m2 s−1 andνV = 0.005 m2 s−1, keeping the horizontal diffusivity fixed at
νH = 1.0 m2 s−1. Furthermore, variations of the horizontal mesh size showed this to have
negligible effects on the solution except in the vicinity of shores and when tracer diffu-
sion is considered. We display the vertical profiles of the three velocity components at the
mid-lake position four days after the onset of the wind—corresponding nearly to steady
state conditions. In addition, we compare time series of the total kinetic energy stored in
the water. Figure 2 shows the computed vertical distributions of the velocity components
u (x-direction, with the wind),v (y-direction), andw (vertical direction, vanishingly small
in comparison to theu- andv-components). Figure 3 shows the corresponding time series
of the total kinetic energy. The water depth was 100 m. The curves do not differ much
from one another; only very small differences in theu- andv-profiles and the time se-
ries of the total kinetic energy can be discerned between those computed with six and 12
polynomials. Increasing the mode number to even more polynomials (e.g.,N = 18), would

FIG. 2. Vertical profile of the three velocity componentsu, v, andw in the midpoint of the homogeneous
rectangular basin of constant depth (h = 100 m) for 4 days after constant west wind setup, with the vertical
diffusivities νV = 0.02 m2 s−1. The broken curves were obtained withN = 6 Chebyshev polynomials, the solid
curves withN = 12.
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FIG. 3. Time series of the kinetic energy in the homogeneous rectangular basin of constant depth (h = 100 m)
subject to constant west wind with the vertical diffusivitiesνV = 0.02 m2 s−1. The broken curves were obtained
with N = 6 Chebyshev polynomials, the solid curves withN = 12.

not increase the accuracy of the results beyond that in Figs. 2 and 3. On the other hand, when
νV = 0.005 m2 s−1 andh = 100 m, computations with six polynomials are unstable; with
12 they are stable. However convergence is only reached with 18 Chebyshev polynomials
as shown in Figs. 4 and 5. The substantially enhanced oscillatory nature of the circulation
(with the inertial frequency) for the smaller values of the vertical diffusivities can be seen,

FIG. 4. Vertical profile of the three velocity componentsu, v, andw in the midpoint of the homogeneous
rectangular basin of constant depth (h = 100 m) for 4 days after constant west wind setup, with the vertical
diffusivitiesνV = 0.005 m2 s−1. The broken curves were obtained withN = 12 Chebyshev polynomials, the solid
curves withN = 18.
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FIG. 5. Time series of the kinetic energy in the homogeneous rectangular basin of constant depth (h = 100 m)
subject to constant west wind, with the vertical diffusivitiesνV = 0.005 m2 s−1. The broken curve was obtained
with N = 12 Chebyshev polynomials, the solid curve withN = 18.

if the kinetic energies of Figs. 3 and 5 are compared. Apart from this, the kinetic energy
stored in the water forνV = 0.005 m2 s−1 is more than twice that forνV = 0.02 m2 s−1.
Qualitatively this is obvious, but quantitatively, it is nevertheless surprising.

Figures 6 and 7 display the anologous results for a 200 m deep basin. ForνV 0.02 m2 s−1,
results obtained with six polynomials are stable, but have not yet converged, while those

FIG. 6. Vertical profile of the three velocity componentsu, v, andw in the midpoint of the homogeneous
rectangular basin of constant depth (h = 200 m) for 4 days after constant west wind setup, with the vertical
diffusivities νV = 0.02 m2 s−1. The broken curves were obtained withN = 6 Chebyshev polynomials, the solid
curves withN = 12.
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FIG. 7. Time series of the kinetic energy in the homogeneous rectangular basin of constant depth (h = 200 m)
subject to constant west wind, with the vertical diffusivitiesνV = 0.02 m2 s−1. The broken curve was obtained with
N = 6 Chebyshev polynomials, the solid curve withN = 12.

obtained with 12 polynomials have converged. Interestingly, (i) steady state is reached faster
for the more accurate resolution and (ii) the oscillatory component in the motion is more
pronounced for the case with 200 m depth than 100 m depth (compare Figs. 3 and 7).

In summary: the deeper a lake is and/or the smaller the vertical austausch coefficients
of momentum are, the better must be the vertical resolution (i.e., the larger the number of
considered Chebyshev polynomials) to obtain sufficiently accurate results. This behaviour
is qualitatively the same as that deduced from stability considerations. Lake Constance has
a maximum depth of 250 m and a mean depth of 100 m. This thus requires, to achieve
reliable results, 12 polynomials whenνV = 0.02 m2 s−1 and 18 or even more polynomials
whenνV = 0.005 m2 s−1.

6. EXAMPLES—TEST UNDER REALISTIC CONDITIONS

In this section we illustrate the model performance by demonstrating results obtained
for circulation scenarios in an assumed rectangular basin with constant depth and in Lake
Constance for both homogeneous and stratified water, respectively.

6.1. Homogeneous Water

Homogeneous Rectangular Basin with Constant Depth

Consider a rectangular basin of 65× 17 km2 extent and 100 m depth; assume homoge-
neous water, initially at rest, and subject to external wind-forcing. Let this wind blow in
the long direction of the rectangle (from left, i.e., west), uniform in space, Heaviside in
time, and with strength 0.05N m−2 ('4.7 ms−1 windspeed). This is the wind-forcing we
apply throughout the paper. Integration starts at rest until steady state is reached. Let the
discretization be implemented with1x = 1y = 1 km. In computationsνH = 1 m2 s−1 is
kept constant, because it turned out that the numerical values ofνH are not very crucial,
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FIG. 8. Temporal evolution of the horizontal velocity componentsu (top) andv (bottom) for a midlake position
in the homogeneous rectangular lake of constant depth subject to a Heaviside wind setup in the long direction.
The symbols (1, 2, 3,. . . , 11) refer to the depth (0, 10, 20,. . . , 100) m. The graphs on the left are produced with
νV = 0.02 m2 s−1, those on the right forνV = 0.005 m2 s−1.

whileνV is, respectively,νV = 0.02 m2 s−1 (physically a large value) andνV = 0.005 m2 s−1

(physically a more realistic value). With the smaller value,νV = 0.005 m2 s−1, stable com-
putations must be performed withN = 18 polynomials instead ofN = 12. That the values
of vertical diffusivities are significant can be seen, when the transient response from ini-
tiation of the motion to steady state is analysed. We focus attention to time series of the
horizontal velocities,u, v at 10 m depth intervals in the mid-lake position. Figure 8 (left)
displays these forνV = 0.02 m2 s−1 (the larger value). Steady state conditions are approxi-
mately reached after less than 40 to 50 h, but initially an oscillating motion is superposed
on the monotonic trend into steady state, which is identified with the inertial wave of 16.3-h
period for f = 1.07× 10−4 s−1. This oscillating signal is damped away after less than two
periods. The flow shows surface boundary layer structure, obviously reminiscent of the
Ekman type with a thickness of approximately 40 m. By contrast in Fig. 8 (right), which
shows the corresponding results forνV = 0.005 m2 s−1, the inertial motions persist much
longer. Furthermore, it is evident that the Ekman layer is thinner and more pronounced as
the surface velocities are larger in Fig. 8 (right) than in Fig. 8 (left), and the decay with
depth is faster.

In Fig. 9, the time series of the total kinetic energy in the homogeneous rectanglar basin
of constant depth subject to constant west wind are displayed as before with the vertical
diffusivities as indicated. As has been seen in the time series of the horizontal velocity, the
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FIG. 9. Time series of the kinetic energy in the homogeneous rectangular basin of constant depth subject to
constant wind from W.

inertial motions of the transient energy persist much longer withνV = 0.005 m2 s−1 than
νV = 0.02 m2 s−1, and this is even more distinct forνV = 0.001 m2 s−1 andN = 24. It can
also be seen that the total kinetic energy stored in the basin forνV = 0.001 m2 s−1 is much
larger than forνV = 0.005 m2 s−1 or νV = 0.02 m2 s−1, which is due to the much larger
energy input from wind stress because of the much larger water velocity at the free surface
and the smaller dissipation for the smaller vertical diffusivity.

Table 6 summarizes the performance of the code whenνV is varied; it lists the approximate
number of oscillations seen in these inertial oscillations and gives rough estimates for the
Ekman layer thickness and the asymptotic total kinetic energy. These results speak for
themselves and point at the physical significance of the values of the vertical momentum
diffusivities in homogeneous waters of enclosed lakes.

Homogeneous Lake Constance

An analogous study was also performed for Lake Constance with the same number of
grid points (65× 17) (see Fig. 1b) as for the rectangle. Computations were done also for

TABLE 6

For Three Values of the Vertical Austausch CoefficientνV and the Corresponding

Values of the Number of Chebyshev PolynomialsN, This Table Lists the Approximate

Numbers of Inertical Oscillations, the Ekman Layer Thicknesses and the Values of

the Total Kinetic Energy as Seen in Figure Like Figs. 8 and 9

Number of Number of Ekman layer Total kinetic
νV Chebyshev oscillations thickness energy

[m2 s−1] polynomials seen [m] ×106 [kNm]

0.02 12 1–2 40–50 6.5
0.005 18 4–5 20–30 16.0
0.001 24 7–8 10–20 35.0
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FIG. 10. Ekman spirals for a wind in the long direction of Lake Constance at the positions shown in the
insets. The graphs show the horizontal velocities in two vertical profiles computed for large (left) and small (right)
vertical diffusivities as indicated. The arrows are drawn for positions 5 m apart from one another from the free
surface to the bottom.

νH = 1.0 m2 s−1 andνV = 0.02 m2 s−1 andνV = 0.005 m2 s−1, respectively. In the second
case the larger number of polynomialsN = 18 instead ofN = 12 was needed to achieve
stable numerical integration.

We display in Fig. 10 two steady Ekman spirals in the midlake positions ofÜberlinger
See (left) and Obersee (right) as they form for an impulsively applied uniform wind from
305◦ (NW) (approximately in the long direction) and as obtained with the two different
diffusivities. Those Ekman spirals are considerably affected by theνV values. The turning
of the arrows making up the spirals also indicates that the surface Ekman boundary layer is
thinner for the smaller values of the diffusivities (right panels) than for the larger ones (left
panels). All this is qualitatively as one would physically expect.

Equally interesting is the comparison of the time series of the horizontal velocity com-
ponentsu andv for various depths in the midlake positions ofÜberlinger See and Obersee
as displayed in Fig. 11, obtained withνV = 0.02 m2 s−1. At both positions transient oscil-
lations can be discerned with the inertial period of∼16.3 h; steady state is reached after
4 days. The oscillations can be seen at all water depths, however with decreasing amplitude
as the depth increases. Furthermore, they die out before 2 days inÜberlinger See, but only
after 4 days in the Obersee. Reason is the smaller size ofÜberlinger See and therefore the
enhanced frictional resistance at the lake bottom and the side shores. Figure 11 also shows
that the boundary layer close to the free surface is thick in the transverse velocity component
and thin in the along-shore velocity component.

The time series of the stored, total kinetic energy in Lake Constance forνV = 0.02 m2 s−1

andνV = 0.005 m2 s−1 (Fig. 12) show that the inertial oscillations persist longer, and the
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FIG. 11. Time series of the horizontal velocity componentsu (left) andv (right) in the midlake positions of
Überlinger See (up) and Obersee (down) at various depths for impulsively started constant wind from 305◦ (NW)
in the long direction of the lake. The labels (1, 2, 3,. . . , 11) correspond to the water depths (0, 10, 20,. . . , 100)
m. Note that the number of oscillations that is visible is largely different in the two positions.νV = 0.02 m2 s−1.

FIG. 12. Time series of the kinetic energy in the homogeneous Lake Constance subject to constant wind
from 305◦ (NW). Result in the solid curve was obtained forνV = 0.02 m2 s−1, that in the broken curve for
νV = 0.005 m2 s−1.
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value of the total kinetic energy is much larger for the smallerνV -value, as shown before
for the rectangular basin.

6.2. Stratified Water

The role played by the vertical diffusivities is even more crucial for the prediction of
circulations in stratified water than it is for homogeneous water.

Stratified Rectangular Basin with Constant Depth

Computations were performed for the following diffusivities of momentum and heat:

• Case(i),

νH = 1.0 m2 s−1, DT
H = 1.0 m2 s−1,

νV = 0.02 m2 s−1, DT
V = 0.0005 m2 s−1,

(39)

• Case(ii).

vV =


0.04, z > −20 m,

0.004, −20 m≥ z ≥ −40 m, [m2 s−1],
0.02, z < −40 m,

vH = 1.0 m2 s−1 (constant),

DT
V =


0.0005, z > −20 m,

0.00005, −20 m≥ z ≥ −40 m, [m2 s−1],
0.0001, z < −40 m,

DT
H = 1.0 m2 s−1 (constant),

(40)

Case (i) assumes constant diffusivities with values unrealistically high; however, they
were needed for numerical stability when (only) 12 Chebyshev polynomials were used.
Case (ii) is more realistic as it accounts for smaller diffusivities (viscosities) in the metal-
imnion than in the epi- and hypolimnion. Compared with physically realistic values they
are still somewhat large. As before, computations were performed for impulsively applied
constant wind in the long direction from a state of rest during the first two days and an abrupt
cessation afterwards; the lake is stratified by the initial vertical temperature [◦C] profile

T(t = 0) =
{

17− 2 exp(−(z + 20)/5), z ≥ −20 m,

5 + 10 exp((z + 20)/20), z < −20 m,
(41)

which is shown as curve A in Fig. 13. At the lake bottom and free surface vanishing heat
flow is assumed.

Figure 13 shows two snapshots each of the midlake temperature profile 4 days (curves
B) and 8 days (curvesC), respectively, after the wind setup. The situation after 8 days
corresponds to near steady conditions. Results in the broken curves were obtained with
diffusivities (39), those in the solid curves with diffusivities (40). In the former the epilimnion
temperature is lowered after 4 days by 2◦C and again by 1.5◦C during the subsequent 4
days. On the other hand, the hypolimnion temperatures rose by a few tenths of a degree.
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FIG. 13. Vertical distribution of the temperature in the midpoint of a rectangular basin, as given by formula
(41) and initially (curves A) as well as 4 days (curves B) and 8 days (curves C) after a constant uniform wind with
duration of two days had blown from the West, the solid curves as computed with the viscosities (40), the broken
curves as obtained with the viscosities (39).

Turbulent mixing paired with diffusion is responsible for this behavior. The difference to
the results displayed in solid curves shows how effective a reduction of the numerical values
of the vertical diffusivities is. Now the maximum temperature drop in the epilimnion in 8
days is no more than 1.3◦C, and the temperatures in the meta- and hypolimnion are hardly
affected. The reason is the selection of the very small diffusivities in the metalimnion which
block the erosion of the thermocline at larger depths, as physically required.

As was the case for the processes in homogeneous lakes, the smaller vertical diffusivities
in (40) than in (39) let transient Kelvin- and Poincar´e-type waves be developed while they
are largely damped away before they are fully developed when the diffusivities (39) are
selected. Figure 14 compares time series of the vertical velocity componentw at 30 m depth
at the four nearshore midpoints as obtained with the two sets of viscosities. Only from the
solid curve results we can clearly identify two conspicuous components of oscillation. The
longer periodic oscillation can be identified as an internal Kelvin-type wave the shorter one
as a Poincar´e-type wave, (see [66]).

Computations were also performed using 30 Chebyshev polynomials and reducing the
viscosities even further. Because of numerical stability, the vertical diffusivities listed in (40)
can only be reduced by approximately a factor of 0.6. Results are improved as compared
to Figs. 13 and 14; in particular, the Kelvin wave shows up more conspicuously and is less
quickly attenuated.

Stratified Lake Constance

It turned out that with the selection of diffusivities (40) and the initial temperature profile
(41) no stable computations for the stratified Lake Constance could be achieved, unless
more polynomials were used, which we eventually have not done. As already mentioned in
the last section better conditions of numerical stability can be obtained if the region with
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FIG. 14. Time series of the vertical velocity componentw at the four indicated near-shore midpoints at 30 m
depth in the inhomogeneous rectangular basin of constant depth subject to constant wind from West lasting two
days. Results in solid curves were obtained with the nonconstant diffusivities (40), those in broken curves with
the constant diffusivities (39).

large temperature gradients is better resolved; this means that the number of Chebyshev
polynomials is increased or the metalimnion is closer to the free surface. The choice of 18
polynomials, the selection of the diffusivities according to (38) and the initial temperature
profile (36) (whose largest temperature gradient is at 10 m depth instead of 20 m as in (41))
led to the stable computations.

Figure 15 shows time series of the vertical velocity component at the four indicated
near-shore positions at various depths; these are computed for impulsively applied constant
wind in the long direction (from 305◦NW) with duration of two days. One can identify two
components of oscillation; the longer periodic oscillation can be identified as an internal
Kelvin type, the shorter as a Poincar´e-type wave.

It is known that for wind-forcing in the transverse direction the Poincar´e-type waves are
more dominant. We also performed the computations under two-days transverse wind (from
215◦SW). In Fig. 16 the time series of the horizontal velocity componentsu (top) andv

(bottom) in the midlake positions of̈Uberlinger See (left) and Obersee (right) at various
depths are displayed. The Poincar´e-type oscillations with the period of 4 h in Überlinger
See (fromv-component) and with the period of approximately 12 h in Obersee can clearly
be identified, or which both were observed by Hollan [33].
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FIG. 15. Time series of the vertical velocity componentw at the four indicated near-shore positions at various
depths in the stratified Lake Constance subject to two days constant wind from 305◦ (NW). The labels (1, 2, 3, 4)
correspond to the depths (0, 20, 40, 60) m. Results were obtained with the diffusivities (38) and initial temperature
distribution (36).

7. CONCLUDING REMARKS

The barotropic and baroclinic circulation dynamics in inland lakes is driven by the me-
teorological input. The variation of the thermal structure is primarily established by the
solar radiation and constitutes the long-term seasonal response for the lake. Once a certain
thermal structure is established, it generally is maintained for a longer time (i.e., days or
weeks); the currents, as responses to the external winds, are formed as time-dependent
flows at a given stratification, which, under most situations, are weak insofar as they do
not destroy this stable ground state, but introduce relatively small perturbations in the tem-
perature field. During winter (i.e., from November to March at mid-latitude positions in
the northern hemisphere) when the water is homogeneous, the temperature plays no role
and barotropic currents are established. During summer a representative mean stratification
can be assigned to a period of a few weeks. Under these conditions the barotropic currents
are complemented by the much stronger baroclinic motions in which the mass distribution
within the water body is of significance.

There are a large number of numerical models based on the shallow water equations in
the Boussinesq approximation (e.g. [36, 46, 47, 50, 52, 53, 55, 57, 59–61, 63]). Haidvogel
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FIG. 16. Time series of the horizontal velocity componentsu (top) andv (bottom) in the midlake positions
of Überlinger See (left) and Obersee (right) at various depths for impulsively started two days constant wind from
215◦ (SW) in the transverse direction of the lake. The labels (1, 2, 3, 4) correspond to the water depths (0, 20, 40,
60) m.

and Beckmann [8] summarized such models: DIECAST [18], DJM [17], GBM [19], GFDLM

[14], GHERM [5], HAMSOM [3], ISPRAMIX [20], M3D [62], MICOM [10], POM [11], QUODDY

[44], SCRUM [58], SEOM [45]); all claim to describe these kind of wind induced motions
and have been applied to large scale oceanographic situations; some were employed to
circulation flows in lakes and have had limited success (e.g., [9, 34, 36, 50, 55, 61]). However,
these three-dimensional models or codes are limited in their applicability, or unsatisfactory,
because internal wave processes are overly damped owing to the large explicit or implicit
numerical diffusion that had to be built into the codes to stabilize them under common
conditions. In this paper a three-dimensional nonlinear semispectral primitive equation
model (SPEM) was presented having a semi-implicit temporal integration routine. It was
applied to simple rectangular geometries as well as to Lake Constance with their water
bodies being either homogeneous or stratified.

Because of the relatively small water depth, the smaller horizontal extent of lake basins
and whence the significance of the boundaries in contrast to the ocean the explicit tempo-
ral integration in SPEM had to be replaced by a more stable semi-implicit integration
routine. This made larger time steps of the integration routines possible and allowed,
with defendable computational expenditures, simulations over realistic stretches of time
(say 1 month). A semi-implicit temporal integration was suggested, in which the verti-
cal direction was treated implicitly. This semi-implicit integration routine was successful,
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because it permitted the larger extension of the time step when compared with the explicit
method.

Via a large number of test runs the stability boundaries of the proposed numerical codes
were explored by varying the time steps, mesh sizes, and numerical values for the momentum
and thermal diffusivities. In so doing it was shown that with fixed meshes and fixed number
of spectral polynomials the time step must fulfill the Courant–Friedrichs–Levy condition,
but that in addition the diffusivities (of momentum and heat) must also be selected large
enough if the errors based on the numerical approximation are to be attenuated in the
course of the calculations. “Thumb rules” were proposed which give the practitioner a
guideline how to select these in a physically meaningful way. Should the numerical values of
the austausch coefficients needed according to these requirements be greater than physically
permitted, then physically important phenomena might be damped away to such an extent
that they are no longer recognizable or not as persistent as in nature. In such cases an increase
of the spatial resolution and a simultaneous reduction of the values of the diffusivities might
help and yield better—and stable—results.

Further results pertinent to applications in physical limnology are given in [66, 67].
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